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Intro

LANL ESD
• LANL premier resource for software procurement
• Enterprise resource for nearly 10 years
• 90,000 lines of code

Primary developer retired in 2005

LA-UR-07-3571

Presenter�
Presentation Notes�
LANL's Electronic Software Distribution (ESD) is an electronic self-service for the on-demand licensing and electronic installation of selected computer software products and for the purchase of selected computer hardware. The project, which has been operating as a production Enterprise resource for 10 years, offers approximately 400 software products and 25 hardware products for sale.  The ESD team, which once consisted of 11 full time employees, now consist of 4 FTEs. ESD averages ~ $4 million per year in annual software sales, $4.4 million in annual software maintenance recharges and $6.5 million in hardware sales. After the retirement of the primary developer, ESD hired two task order contractors who are currently performing extensive re-architecting of the ESD site and related tools.�
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Challenges

Enterprise level / production service

Single developer

Complex, under-documented code

Port to new Hardware / OSs

Limited test area 
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Presenter�
Presentation Notes�
As Mike mentioned, we were brought in to address several issues, and to help with the maintenance of the production Web site.  ESD had been developed and maintained by a single Staff Member over an 9 year period.  As is common in a single developer environment, the complex code required additional formal documentation.  Additionally, due to internal requirements, the code needed to be ported to new production servers running later versions of the various Operating Systems.  These changes would drive the redevelopment of related utilities tool, and processes, which in turn required the development of a more "sand boxed" test area for testing.�
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Configuration Management

Code versioning

Bug tracking

Documentation

Traceability

LA-UR-07-3571

Presenter�
Presentation Notes�
To move the service into a “multi-user” supportable environment, we implemented configuration management.  Our first priority was code versioning.  Because this was a production service on which any change immediately became live, we desperately needed the ability to roll back changes if something failed. Secondly, we needed to be able to keep track of what the problems were, group them, prioritize them, etc.  We also needed documentation of what the changes were, who made them, and why.  Lastly, we needed traceability, associating a code change to a specific bug or task and vice versa.�
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Selecting a versioning product

CVS 

Perforce

Source Safe

Subversion

LA-UR-07-3571

Presenter�
Presentation Notes�
The 4 major versioning products we had worked with before were evaluated.  Because of the urgency and production nature of the code, we opted not to evaluate tools with which we didn’t have experience.  So we had to decide between CVS, Perforce, Source Safe, and Subversion.  At the time, the service was running on Solaris with team members also using Windows and Linux.  So we needed something cross-platform, which eliminated Source Safe.  Funding was limited, so the commercial product Perforce, was not considered.  That left CVS and Subversion.�
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The case for Subversion

Next generation of CVS
• Many of original authors

Cross-platform

Windows shell integration

Edit / Merge / Commit model

LA-UR-07-3571

Presenter�
Presentation Notes�
Subversion was chosen primarily because it had been written to deal with some of the design shortcomings of CVS, by many of the same people.  It was cross-platform and a Window shell integration tool was available.  A definite plus because it meant the Windows team members didn’t have to learn the command line utilities.  Benefits shared by both CVS and Subversion over the other tools included being open source and the Edit/Merge/Commit model.  Because 25,000 of the total 90,000+ lines of code were located in two primary files, we had to be able to handle multiple people editing the same file at the same time.�
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Deploying Subversion

Import codebase

Branch codebase

Remove data files from version control 

Import documentation

Deploy client

Train team members

LA-UR-07-3571

Presenter�
Presentation Notes�
The first thing we had to do was get control of the source code.  Everything was imported into Subversion, including a few system-generated items that we were pretty sure didn’t belong there—more on that in a moment.  After everything was imported we could then branch the code so that we had a copy of what was in production and could make the necessary changes to it, while experimenting with what was in the trunk.  Changes, such as making the application portable—within LANL’s infrastructure, were then ported from the trunk to the branch after sufficient testing.  After branching the production code, we slowly began removing system generated files and data from version control.  Now that all the code was in a central location, we thought it appropriate that the documentation be there as well.  Deliverables such as Project Plans, Requirements Specifications, Design Documents were brought under the same version control we were using for the source.
The next task was to deploy the Subversion client to the team members that updated the static portions of the website.  This would allow them to change their content without having the create .old or .old1 files and ftp them to the server.  This also allowed us to lock down services available from the production server.  We now had a mechanism that updated information from the branch on a scheduled basis (a cron job) and authenticated scripts that would pull the updates from the Subversion server on demand.  We then set about training the other team members, all of whom use the Windows shell integration.  It was a matter of “Check out once,” “Update before you change,” “Edit,” “Commit when you’ve finished.”  Either wait for the changes to be updated with the cron job or run the on-demand script.�



Slide 8

Operated by Los Alamos National Security, LLC for NNSA

U N C L A S S I F I E D

Selecting task / bug tracking product

Bugzilla

Trac

LA-UR-07-3571

Presenter�
Presentation Notes�
Once we had the code under control, we started looking for a way to keep track of the problems and feature requests.  Bugzilla and Trac were at the top of our lists.�
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Selecting Trac

Cleaner interface

Source code browsing

Wiki support

Tighter integration with Subversion

LA-UR-07-3571

Presenter�
Presentation Notes�
We opted for Trac because the interface overall was a little cleaner.  While Trac didn’t offer the same sort of flexibility with tickets, it did have other things to make up for it, a key item being the source code browsing (integrated with Subversion).  This helped keep everything in one location.  The wiki support was an added bonus so that the team members that didn’t know HTML could provide formatting and structure to tickets.  Trac has wiki extensions that allow for cross-linking between changesets and tickets.�
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Deploying Trac

Integrate enterprise authentication module

Establish user permissions

Create components and milestones

LA-UR-07-3571

Presenter�
Presentation Notes�
When it came time to deploy Trac, one of the key things we wanted to do was integrate it into the Laboratory’s central authentication service.  We knew we needed to add this to our application, and saw Trac as the perfect test bed for it.  Plus, there’s little I hate more than the doldrums of resetting and changing people’s passwords.  Because Trac can utilize Apache mod_auth modules, this ended up being relatively easy; only adding a line or two of code to the Apache module so it operated according to spec.
With authentication out of the way, we could focus on authorization.  Trac’s permissions can be assigned to subjects—being either an individual or a group.  So we set up all the permissions for a project team group and then assigned everyone to that group.  We then removed anonymous users and authenticated users, but not project team members from being able to do things such as browse source code, edit wiki pages and submit tickets.
Now that all the users were situated, we created the project components and starting establishing milestones.  Tickets could then be related to components so we knew where to look for the problem or where to add the feature.  These tickets were then grouped into milestones for organized releases.�
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Trac / Subversion benefits

Changeset visibility
• What
• Who
• When
• Why

LA-UR-07-3571

Presenter�
Presentation Notes�
When something breaks, the first question asked is “What changed?”  Then the barrage of “Well, who changed it and when?”  and “Why on earth did they make that change?”  Changeset visibility is key to being able to properly manage any software project.�



Slide 12

Operated by Los Alamos National Security, LLC for NNSA

U N C L A S S I F I E D

Changeset

LA-UR-07-3571

Presenter�
Presentation Notes�
Here we see the answers to all of those questions.  When it was changed.  Who changed it.  Why it was changed.  Where the changed occurred.  And exactly what changed.�
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Trac / Subversion benefits

Task/bug tracking
• Who
• Description
• Component
• Version
• Priority
• Status
• E-mail notification

LA-UR-07-3571

Presenter�
Presentation Notes�
On the previous screenshot we saw that those changes were made in response to ticket #286.  The tickets allow us to break the problem scope into manageable pieces that can then be prioritized and talked about in an atomic manner (a single work unit).  These tickets describe the problem, who is reporting it, where it is in the application, in which version the problem appears, and what its state is—is it new, is someone working on it, is this a duplicate of some other ticket?
Ticket changes prompt an email to anyone involved in the ticket; i.e. they reported it, they’re the owner of the specified component, they’re watching it via the cc field, or they’ve commented on the ticket.�
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Task / bug tracking

LA-UR-07-3571

Presenter�
Presentation Notes�
Here we see the ticket identified by the aforementioned changeset.  Its title, who reported it, to whom it was assigned, a description of it, comments and resolution.  We briefly talked about browsing the source earlier, the Trac wiki extensions allow for links to source files.  Here we have two links.  One to the source file which was suspected to have the problem, and one that actually did.
The resolution provides a link back to the changeset which fixed this ticket.�
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Trac / Subversion benefits

Milestones
• Dates
• Tickets
• Components
• Owners

LA-UR-07-3571

Presenter�
Presentation Notes�
Tickets can also be assigned to milestones, which are simply target deadlines and groupings of problems.  These milestones allow viewing of tickets by component, owner, and priority, in addition to rough categorizations of state—either open or closed.�
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Milestones

LA-UR-07-3571

Presenter�
Presentation Notes�
Here is an example of one of our minor point-release milestones.  As you can see all of the tickets were interface related, thus a minor point-release.  As you can see, it was completed 10 May at 4:51pm and all 14 tickets were closed.�



Slide 17

Operated by Los Alamos National Security, LLC for NNSA

U N C L A S S I F I E D

Milestones

LA-UR-07-3571

Presenter�
Presentation Notes�
This is a drill-down query of the closed tickets that is sorted by priority, descending.  Trac allows for many custom queries against the tickets.  As an example, one could search for all defect tickets assigned to jpeirce having the component WindowsNetworkInstaller-UserInterface for Milestone NetworkInstaller-v.2.6.1 that were assigned but have not yet been completed.  �
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Other Features

Wiki support
• Versioned pages
• Within tickets
• Changeset logs

Email notification

LA-UR-07-3571

Presenter�
Presentation Notes�
The pervasive wiki support facilitates team members who may not know HTML creating documentation.  The versioned pages also allow for configuration management of the online documentation.
Email notification of ticket changes is a great prompt to look at a specific ticket.�
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Wiki pages

LA-UR-07-3571

Presenter�
Presentation Notes�
Here we see the changes to a wiki page.  Not only do we see that I cannot seem to spell consensus, but the wiki formatting and exactly what changed between versions of the page.
Because of these benefits, all of the documentation for the re-engineer of the ESD website is in Trac’s wiki.  Using this functionality we can cross link between documentation, source code, tickets, and changesets, allowing us to effectively and efficiently manage changes to our systems.�
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Resources

Subversion
• http://subversion.tigris.org

Trac
• http://trac.edgewall.org

Contact Speakers
• Mike Mikus
• mikus@lanl.gov
• 505-667-4861

LA-UR-07-3571

Presenter�
Presentation Notes�
For more information.�

mailto:mikus@lanl.gov
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Q & A

LA-UR-07-3571
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